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We present a wide-field fluorescence microscopy add-on that
provides a fast, light-efficient extended depth-of-field (EDOF)
using a deformable mirror with an update rate of 20 kHz.
Out-of-focus contributions in the raw EDOF images are sup-
pressed with a deconvolution algorithm derived directly from
the microscope 3D optical transfer function. Demonstrations
of the benefits of EDOFmicroscopy are shown with GCaMP-
labeled mouse brain tissue. © 2017 Optical Society of America

OCIS codes: (180.2520) Fluorescence microscopy; (110.1080)

Active or adaptive optics; (100.1830) Deconvolution.
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In many fluorescence microscopy applications, it is important
to image large volumes at high speed. In brain imaging, for
example, neuronal signals can vary at millisecond timescales
[1,2], with communicating neurons often separated by hun-
dreds of microns. Imaging such fast dynamics over extended
volumes presents a challenge for standard wide-field fluores-
cence microscopes [3]; while cameras with kilohertz frame rates
are available, these provide only 2D snapshots. Fortunately,
quasi 3D imaging can be obtained by extending the depth-
of-field (DOF). For example, pupil engineering can achieve
DOFs up to a few tens of microns without requiring any mov-
ing parts [4–12]. Extended depth-of-fields (EDOFs) can also
be obtained by sweeping the sample [13] or by sweeping the
focus using a remote mirror [14], an electrically tunable lens
[15–18], or an acoustic gradient lens [19]. Another device
attractive for this purpose is a MEMS deformable mirror
(DM), which can offer kilohertz sweep rates [20] and the flex-
ibility to be used for either focus control or an EDOF. We
describe a simple, light-efficient technique for achieving fast,
a single-shot EDOF with a DM configured as an add-on to
a commercial microscope. The raw images produced by our
device, while revealing all-in-focus information, also feature
out-of-focus haze. This haze is removed by deconvolution using

both an exact and approximated filter function derived directly
from the microscope 3D optical transfer function (OTF).

Our setup is illustrated in Fig. 1. A conventional epifluor-
escence microscope projects a magnified image (M � f 1∕f obj)
of the sample onto an intermediate image plane, where a cam-
era normally resides. In our case, the camera is set back, and the
intermediate image plane is re-imaged onto the new camera
plane using relay lenses f 2 and f 3, and a tilted DM is located
in a plane conjugate to the microscope pupil plane. The pur-
pose of tilting the DM (here ≈6°) is to avoid the use of a beam
splitter and, thus, maximize light efficiency. This issue of light
efficiency is often a major concern in fluorescence imaging and
highlights a benefit of using a focal sweep rather than a low
numerical aperture, for example, to obtain a large DOF.

Focus control is obtained by applying a parabolic shape to
the DM, leading to an axial shift of the focal plane in the sample
given by Z � −nf 2

2∕�M 2f DM�, where f DM is the focal length
associated with the DM shape, and n is the index of the refrac-
tion in the sample [21]. The axial shift is thus related to the
DM stroke S by

Z � 4n3

NA2

�
RP

RDM

�
2

S; (1)

Fig. 1. Schematic of an EDOF microscope. The vertical dashed line
indicates the location of the intermediate image plane.
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where NA is the numerical aperture of the microscope objec-
tive, RP is the radius of the objective pupil as imaged onto the
DM plane, and RDM is the radius of the active area on the DM.
We note that RP can be adjusted by changing f 2; this implies
that, in principle, any DM diameter can be accommodated
and, therefore, only the DM stroke affects the achievable DOF.

If f 2 is chosen such that RP � RDM, applying a maximum
stroke excursion of ΔS results in an EDOF given by D �
4n3ΔS∕NA2. Since a standard wide-field microscope has a
DOF approximately given by D0 � nλ∕NA2, the DM extends
the DOF by a factor of D∕D0 � 4n2ΔS∕λ. If f 2 is chosen
differently, the objective pupil either underfills or overfills the
active area of the DM. As observed from Eq. (1), underfilling
reduces the DOF, but causes no significant change in image
resolution; overfilling results in a larger DOF, but leads to the
clipping of the higher spatial frequency components.

For our demonstrations, we used an Olympus BX51 micro-
scope, adapted with a 140-actuator Multi-DM from Boston
Micromachines Corporation (BMC). A BMC X-Driver with
20 kHz refresh rate was used to control the DM curvature,
applying bi-directional strokes anywhere between fully convex
and fully concave, with a maximum stroke excursion ΔS �
4.8 μm, and over an active area ranging from 3 to 4 mm. Both
an Olympus 20 × 0.5 NA air-immersion objective and an
Olympus 40 × 0.8 NA water-immersion objective were used
to image the samples, providing maximum expected DOF en-
hancements of about 40× and 70×, respectively. A Thorlabs
M470 L3-C Blue LED was used for sample illumination,
and a PCO Edge 4.2 LT camera for fluorescence image detec-
tion. To begin, we imaged 500 nm and 1 μm diameter fluo-
rescent beads embedded in polydimethylsiloxane [PDMS
(Fig. 2)], demonstrating the refocusing of out-of-plane beads

consistent with the extension in the DOF. For high-speed im-
aging, we imaged 4 μm beads. Our maximum frame rate in this
case was limited by our camera to 472 fps with a reduced field-
of-view. We also restricted our camera to 1 ms exposure times
(Fig. 3), thus confirming the potential of operating at a 1 kHz
frame rate with a faster camera.

A difficulty with wide-field microscopy is that it does not
provide optical sectioning. That is, in-focus images are gener-
ally contaminated with an out-of-focus background. The same
is true when extending the DOF of a widefield microscope.
All-in-focus images become contaminated with all-out-of-focus
background, leading to a background haze that worsens as D
increases. While the presence of this haze is not troublesome
when the sample is sparse (see Fig. 3), it can become highly
problematic when the sample is dense, causing sample features
to become indistinguishable. A strategy to mitigate this prob-
lem of background haze is to use deconvolution. Specifically,
the 3D PSF associated with an EDOF is largely independent
of depth and, thus, to a good approximation, can be reduced to
a representative extended 2D PSF [17]. The corresponding rep-
resentative extended 2D OTF (or EOTF) required for decon-
volution can then be obtained from this by Fourier transform.
Alternatively, EOTF can be derived directly from the 3D OTF,
taking advantage of the fact that the 3D OTF can be expressed
analytically under the paraxial approximation for a circular un-
obstructed pupil. We adapt this expression from [22]

OTF�κ⊥; κz� �
4κ

πκ⊥Δκ⊥

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

�
2κjκz j
κ⊥Δκ⊥

� κ⊥
Δκ⊥

�
2

s
; (2)

where κ � n∕λ is the wavenumber, and Δκ⊥ � 2 NA∕λ is the
pupil bandwidth. Equation (2) is valid for lateral spatial
frequencies in the range jκ⊥j � κ⊥ ≤ Δκ⊥ and axial spatial fre-
quency in the range jκz j ≤ κ⊥

2κ �Δκ⊥ − κ⊥�; otherwise, it is zero.

Fig. 2. Standard versus EDOF imaging of 1 μm diameter fluores-
cent beads embedded in PDMS. Images taken with a 20 × 0.5 NA
objective; RP � 2.21 mm, RDM � 2 mm, and the EDOF � 69 μm
[Eq. (1)] with 26 DM frames. The beads that are out of focus in (a) the
standard image appear focused in (b) the EDOF image, as illustrated
by (c) the normalized axial PSFs. The measured EDOF obtained with
beads on a slide is about 64 μm, roughly consistent with Eq. (1).
A comparison of the lateral PSFs is shown in (d), illustrating that,
while the EDOF does not significantly worsen lateral resolution, it
causes an increase in the surrounding haze. The scale bar is 25 μm.

Fig. 3. High-speed images of 4 μm diameter beads. (a) Standard
and (b) extended DOFs taken at 472 fps in a reduced field-of-view
with a 40 × 0.8 NA objective; RP � 1.44 mm, RDM � 1.5 mm, and
the EDOF � 41 μm Eq. (1) with 26 DM frames. (Note that both
beads in panel (a) are out of focus.) The scale bar is 5 μm. (c) Standard
and (d) extended DOFs at 1 ms exposure with 20 × 0.5 NA objective;
the EDOF � 69 μm with 20 DM frames. The scale bar is 25 μm.
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Furthermore, it is normalized so that
R
OTF�κ⊥; κz�dκz , which

corresponds to the in-focus 2D OTF, is equal to unity
when κ⊥ → 0.

To derive a representative EDOF associated with an axial
scan range D, we first take an inverse Fourier transform of
the 3D OTF with respect to κz , as described in [23], and then
average this over the scan range, obtaining

EOTF�κ⊥;D� �
Z D

2

−D2

dz
D

Z
dκz ei2πκz zOTF�κ⊥; κz�

�
Z

dκzsinc�κzD�OTF�κ⊥; κz�: (3)

This expression is exact; however, its numerical integration is not
always straightforward. We thus adopt a few approximations.

To begin, we consider the limit of D → 0. In this case,
we have

EOTF�κ⊥;D� →
Z κ⊥

2κ �Δκ⊥−κ⊥�

−
κ⊥
2κ �Δκ⊥−κ⊥�

dκzOTF�κ⊥; κz�: (4)

This can be verified to be equal to the in-focus 2D OTF, as
expected. In particular, we have chosen to normalize our 3D
OTF so that EOTF�κ⊥;D� → 1 as κ⊥ → 0.

We now consider the limit D → ∞. For this, we write
sinc�κzD� → 1

D δ�κz�. The integration of Eq. (3) now becomes
trivial; however, the result remains ill-defined in the low fre-
quency limit κ⊥ → 0. Following a similar procedure described
in [21], we can simply replace this low frequency limit with
its known value of unity at κ⊥ � 0, based on the normalization
of our 3D OTF. Alternatively, we can do better by noting that
the frequency support of EOTF�κ⊥;D� is expected to be no
greater than that of the in-focus 2D OTF. In other words,
we can write

EOTF�κ⊥;D� ≈ min

�R
dκzOTF�κ⊥; κz�

1
DOTF�κ⊥; 0�; (5)

or, written out explicitly,

EOTF�κ⊥;D� ≈ min

8<
:

2
π

�
cos−1η − η

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − η2

p �
4κ

πDΔκ2⊥η

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − η2

p
;

(6)

where η � κ⊥∕Δκ⊥. This provides a good approximation to
the exact integration of Eq. (3) for both large and small values
of D (see Fig. 4).

In principle, a raw EDOF image I�ρ� can be deconvolved to
recover a corrected EDOF objectO�ρ� by simple Fourier trans-
formation and division by EOTF�κ⊥;D� (where ρ are lateral
spatial coordinates). A key advantage of EOTF�κ⊥;D� is that
it contains no zeros within its bandwidth Δκ⊥, rendering the
deconvolution more stable. Nevertheless, unacceptable diver-
gences can occur in the presence of image noise close to or be-
yond the bandwidth limit. To correct for this, we adopt the
standard approach of regularization [17,24]. That is, we write

O�ρ� � F −1

�
EOTF�κ⊥;D��

jEOTF�κ⊥;D�j2 � ε
F �I�ρ��

	
; (7)

where F corresponds to a Fourier transform, and 0 < ε ≪ 1 is
a regularization parameter. The optimal value of ε can be rig-
orously determined based on the level of noise in I�ρ�. Here,
we simply select it by eye.

The deconvolution in Eq. (7) was implemented inMATLAB by
directly calculating the approximation of Eq. (6). For comparison,

Mathematica was used to numerically integrate Eq. (3) to represent
the exact EOTF. The two forms of the EOTF obtain virtually
identical results, significantly improving the image quality and con-
trast compared to the pre-deconvolved EDOF image (Fig. 5).

Finally, we demonstrate the benefits of an EDOF by imag-
ing GCaMP-labeled neurons in a fixed mouse brain slice. Our
frame rate, in this case, was limited by the signal intensity,
as well as by the camera speed, since the fluorescence from
the brain tissue was weaker than that of the 4 μm beads.
This limitation could be alleviated somewhat by de-magnifying
the image such that each neuron occupies only one or two

Fig. 4. EOTF�κ⊥;D� for a 20 × 0.5 NA objective for focal sweep
ranges D of (a) 0, (b) 5, (c) 10, and (d) 20 μm. The EOTF calculated
using Eq. (6) (orange) is a good approximation to the exact EOTF ob-
tained by the numerical integration of Eq. (3) (red) for all values of D.

Fig. 5. Images of tissue paper labeled with a highlighter marker,
taken with a 20 × 0.5 NA objective; the EDOF � 69 μm with 26
DM frames. (a) Raw EDOF image has poor contrast and few distin-
guishable features. Deconvolution using (b) exact EOTF numerically
integrated from Eq. (3) and (c) approximate EOTF given by Eq. (6)
results in similar images with a higher contrast, as seen in the line scan.
Regularization parameter: ε � 0.0056. The scale bar is 50 μm.
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camera pixels, thus mitigating the problem of readout noise.
Nevertheless, even without this, we show much-improved
imaging of out-of-focus neurons at high resolution (Fig. 6).

A unique feature of this approach for an EDOF is that the
DM can, in principle, provide aberration corrections on the fly
[20]. Such aberrations can occur when imaging through a
strong index of refraction mismatch; for example, spherical
aberration can occur when imaging mouse tissue using a
high-NA microscope. Aberrations can also occur due to physi-
cal variations in the sample the tilt of the DM itself though, for
small tilt angles, these are small (here ≲λ∕14) and essentially
negligible [25]. In our demonstrations, we do not exploit this
potential advantage. Instead, we concentrate on the advantages
of speed and versatility provided by a DM that can supply a
user-defined number and range of curvatures at 20 kHz refresh
rates with different objectives, and a high light efficiency that
avoids diffraction or beam splitter losses.
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Fig. 6. Images of GCaMP-labeled mouse brain neurons taken with
a 20 × 0.5 NA objective; the EDOF � 69 μm with 26 DM frames.
(a) Standard image shows an out-of-focus neuron in the marked area.
(b) With the EDOF, the neuron image becomes depth invariant but
blurred. (c) After applying deconvolution based on Eq. (6), the neuron
is in focus and the neuron body, including its nucleus, becomes clearly
resolved. The line scans of the marked area illustrate improved con-
trast. Deconvolution parameter: ε � 0.0056. The scale bar is 50 μm.
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